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e Machine’s ImageNet classification accuracy is higher than humans
® Yet none of us believe that machines are superior than humans
e We suspect this mismatch comes from the evaluation protocol
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https://news.stanford.edu/2018/05/15/how-ai-is-changing-science/
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Adversarial Examiner (AE)
o Dynamic test set based on test history instead of fixed test set
o Worst case instead of Average case

100 e e e .
I 65.6% Pl o28.4% : i 0% :

<]
o
1

()]
(=]
1

F-Y
o
1

N
o
1

—— Random
— AE

% Post-Softmax Probability on True Class

o
1

0 100 200 300 400 500
Iteration



